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Abstract This article provides a very brief overview of the study of language 

evolution, targeted at students early on in their studies in any field. The article 

begins by arguing that to understand language we must understand its evolution, 

and briefly shows how interest in the topic has expanded, particularly in the last 30 

years. This leads to a closer look at what we now understand about language 

evolution, focusing on consensus and looking at major themes, particularly 

complimentary biological and cultural approaches. The article concludes with a 

look at the interacting genetic, cultural, and developmental timescales at play in the 

evolution of language. 

 

The biologist Theodosius Dobzhansky famously said that “nothing in biology makes sense 

expect in the light of evolution” (Dobzhansky, 1973). Like the study of life, the study of human 

language quite arguably needs the light of evolution in order for us to truly understand it. Despite 

the evident importance of understanding language evolution, the serious study of the subject is in its 

relative infancy. Broadly, this is due to the seemingly intractable nature of the problem: spoken and 

signed languages predate written language by at least hundreds of thousands of years. These earlier 

forms leave few concrete fossils for us to study (Fitch, 2010).  

Despite the difficulty of the problem, the study of language evolution has advanced 

considerably in recent years. This is due in large part to a resurgence of interest in the subject in the 

latter part of the 20th century on the heels of the cognitive revolution. For example, the figure 

below shows that over ten times as many articles were published on language evolution in just the 

first half of 2020 than 30 years earlier, in 1990.  

 

Figure 1 Number of publications over time with the topic ‘language evolution’ from 1970 to June 

2020. Data retrieved from Web of Science, 11 June 2020. 
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However, the question of language evolution remains largely open, with no fully complete 

theory holding sway over the field. This article will review major themes in the study of language 

evolution, touching upon methodological approaches which have aimed to overcome the 

intractability inherent in the problem. 

 

What makes language unique? 

Language is central to almost all human interaction, and is a uniquely human trait. A key 

component of understanding language evolution is to understand exactly what makes language 

unique. Very generally, this can be summed up in four major qualities: arbitrariness, generativity, 

displacement, and reflexiveness. These are just a handful of the design features originally 

identified by Hockett (1960)– but these are specifically the ones that are prime candidates for what 

sets human language apart from other animal communication stystems. 

Language is arbitrary in that the signs are symbolic; word forms in language do not need 

to have any specific connection to their meanings. In other words, a rose, by any other name, would 

still smell as sweet. Among other known animal communication systems, this is relatively rare. 

More commonly, communicative signs are related to their meanings – for example, a deep growl 

usually means a large animal. Indeed, a growing body of research has suggested that while language 

is now largely arbitrary, it exhibits many kinds of non-arbitrariness (Dingemanse et al., 2015), and 

language may have gotten off the ground by utilizing forms that were motivated by the meanings 

they referenced (Cuskley & Kirby, 2013). 

Language is also generative, that is, language systems can be used to generate new 

sentences and words. The structure of language allows us to create theoretically infinite utterances 

(John knows that Mary knows that Sue knows… etc.), and word formation rules allow new forms to 

enter the language (e.g., podcast). Human language also allows for displacement:  we can refer to 

things and events distant in space and time. Finally, language can be reflexive: it allows us to not 

only talk about ourselves, but about language itself. An open question is whether language is 

required for displacement and reflexiveness, or whether the ability to engage in displacement and 

reflexiveness supported the evolution of language. It is unlikely we will find a definitive answer to 

this question, but most researchers agree that whichever came first, there was likely a general 

ratchet effect between language and the cognitive abilities which supported or resulted from it. 

 

Major themes in language evolution 

The study of language evolution is inherently diverse and interdisciplinary, and has relied 

on input from psychology, linguistics, biology, archaeology, and complex systems science, among 

others. Although there is little consensus in a field of study as diverse and dynamic as language 



 

 

evolution, most researchers agree on two crucial points: (i) human language did, in fact, evolve, and 

(ii) it is unique among the other animal communication systems on earth. When exactly language 

evolved is not known, and some evidence shows that other hominid species (e.g., Neanderthals and 

Denisovans) likely also have had language, or at least something like it (Chen et al., 2019; Dediu & 

Levinson, 2018). Currently, a broad consensus holds that language likely evolved sometime 

between 2 million years ago to 200,000 years ago – estimates vary.  

 Many researchers propose an intermediate stage prior to full-blown human language 

known as protolanguage (Smith, 2008; Tallerman, 2007). Protolanguage is generally characterised 

as having broad similarity to the language of young children and language trained apes: a confined 

vocabulary size, a focus on meanings related to concrete objects, actions, and attributes, and 

relatively free word order. Some theories have proposed that protolanguage was predominantly or 

entirely gestural (Corballis, 2017), but emerging consensus is that it was likely an integrated 

combination of speech and gesture, much like modern language (Kendon, 2017).  

Conceptually, protolanguage prevents against the potential red herring of 

uniformitarianism: the broad assumption that language was the same when it evolved as it is now 

(Newmeyer, 2003). The push against this assumption dovetails with the broad consensus that 

language evolved at least somewhat gradually, having some continuity with other communication 

systems, rather than arising fully formed (Tallerman, 2014). An increasing minority of theorists 

propose a more discontinuous transition to language sometimes known as saltation – for example, 

some of Chomsky’s early work on language evolution (Hauser et al., 2002) has been interpreted in 

this way (Jackendoff & Pinker, 2005), though more recent clarifications line up more with a gradual 

evolutionary picture (Fitch, 2010).  

This gradual view is supported by research in linguistics. Work in historical linguistics and 

language change indicates that human languages can change relatively rapidly – on the order of 

thousands if not hundreds of years (Greenhill et al., 2017). Therefore, language at its origin was 

likely both qualitatively and quantitatively different from its modern form. The study of modern 

language change and historical linguistics remains an important component of language evolution: 

understanding how languages change over time and the factors involved in language speciation can 

provide important insights in the study of language evolution more broadly. 

Given these very broad swaths of agreement and disagreement, most research in language 

evolution focuses on the biological evolution of language or the cultural evolution of language. 

Biological perspectives focus mainly on evolution of the physical, neurological, or individual 

cognitive structures required for language. On the other hand, cultural perspectives focus more on 

language itself, and examine how social interactions between individuals may have shaped 

evolution of language. These different approaches are largely complimentary, painting an overall 



 

 

picture of language that, like many human behaviours, arises out of a complex interplay between 

nature and nurture. 

 

 

Biological Evolution of Language 

Biological accounts of the evolution of language emphasize the common properties across 

human languages to support a shared, genetic cognitive underpinning for language. Many accounts 

even argue that the genetic underpinning of language was specifically selected for, and gains 

support from the discovery of some specific genes related to language development. A relatively 

early example of a gene related to language comes from the human variant of the FoxP2 gene, 

which appears to have undergone strong selection in recent human evolution (Enard et al., 2002). 

FoxP2 governs oral and facial development, among other things, and mutated forms of the gene are 

directly related to an inherited condition known as selective language impairment (Fisher & 

Scharff, 2009), which was discovered in part because it was prevalent in a family – known as the 

KE Family - that researchers began studying in the 1980s (Nudel & Newbury, 2013). The fact that a 

language-related impairment seemed to be highly inherited led researchers to suspect some genetic 

underpinning that affected language directly and selectively, although the human genome wasn’t 

fully mapped until the early 2000s (Green et al., 2015). Generally, genetic underpinnings of 

language are complex and this is an open area of research – what is known is that it is likely that the 

capacity for language is highly polygenetic, meaning it involves a complex interplay of many genes 

(for further reading, see Dediu & Christiansen, 2016).  

Some biological accounts refer to a biological language faculty as the primary 

phenomenon that must be studied or explained in order to understand language evolution. In this 

view, the core of the language faculty is a set of computational abilities that relate to recursion, a 

property of human languages which allows us to create and understand theoretically infinite 

utterances (Hauser et al., 2002). Other biological accounts focus more concretely on specific 

physiological adaptations such as the organization of the human vocal tract (de Boer, 2005). Our 

vocal tract differs markedly from that of our closest animal relatives, chimpanzees, for example, 

allowing us to articulate a broader set of sounds than chimpanzees can, and suggesting that a 

reorganization of the vocal tract must have conveyed an adaptive advantage (Lieberman, 2007). 

Recent research even suggests that human oral physiology was shaped by changed to the human 

diet as agriculture became more widespread, leading in turn to subtle changes in the sounds 

prevalent in language (Blasi et al., 2019).  

Theories of the evolution of language often focus on evidence from non-human animals, 

looking at communication systems elsewhere in the animal kingdom in order to better understand 



 

 

our own. Comparing human language to the communicative behavior of other animals focuses on 

both analogous structures (those similar to other animals, but which likely developed independently 

under different selective pressures) and homologous structures (those shared with our closest 

animal relatives via shared ancestry).  

Analogous structures have the potential to reveal what selective pressures led us to develop 

language. For example, complex syntactically structured birdsong emerged primarily as a result of 

sexual selection (Berwick et al., 2011), leading some researchers to suggest sexual selection also 

played a role in language evolution (Zawidzki, 2006). Other evidence from birdsong learning shows 

that vocal learning is motivated and reinforced via specific oxytocin pathways, potentially shedding 

light on how social vocal learning may work in humans (Theofanopoulou et al., 2017).  Other 

animals also have surprising parallels to certain aspects of human language. Bees, for example, 

engage in communicative “dance” inside the hive to convey information to other bees regarding the 

direction, distance, and attractiveness of pollen sources, showing an impressive level of 

displacement (Root-Bernstein, 2010). Dolphins have a complex communication system researchers 

have yet to decipher completely – research is ongoing. However, dolphins are known to have ‘name 

calls’ – clicks and whistles they use to refer to specific individuals - indicating some level of 

reflexiveness (Janik & Sayigh, 2013). 

The study of homologies of language, via our primate relatives, has been considerably 

more in depth. The communicative and cognitive behavior of our closest relatives in the animal 

kingdom reveal what aspects of language may have been present in our last common ancestor (e.g., 

our last common ancestor with chimpanzees lived approximately 6-7 million years ago). This gives 

us a more specific idea of what about human language is unique, allowing a more focused study of 

exactly what evolved to give us language. A homologous approach focuses mainly on studying the 

communicative behavior of other great apes (e.g., chimpanzees and gorillas), but also some other 

primate species (e.g., alarm calls in monkeys).  

Studies of behavior in the wild have revealed that our closest relatives – chimpanzees – as 

well as other great apes (gorillas and orangutans) have a far richer natural communicative system 

than previously thought, including a diverse set of calls, facial signaling, and gestures (Byrne et al., 

2017). These communication systems contribute to complex social group dynamics and coordinated 

behavior (e.g., wild chimpanzees’ cooperative hunting of red colobus monkeys, Newton-Fisher et 

al., 2002). Even the alarm calls of our more distant monkey relatives are sophisticated, allowing for 

intentional deception. For example, a low-ranking tufted capuchin may send out a false alarm call to 

distract others in the troop from a high-quality food source, thereby keeping the food to itself 

(Wheeler, 2009).  



 

 

Studies of captive primates have also illuminated issues surrounding language evolution, 

most famously in the case of Kanzi the bonobo chimpanzee. Kanzi has learned to use hundreds of 

lexigrams (arbitrary graphics representing meanings) expressively, can understand thousands of 

spoken words, and even shows some sensitivity to word order (Kako, 1999). However, other 

chimpanzee studies have been less successful, most notably a chimpanzee named Nim Chimpsky (a 

clever play on the famous Noam Chomsky) acquired a fairly impressive sign language vocabulary, 

but never showed definitive sensitivity to syntax (Hess, 2008). 

Although these studies have revealed sophisticated communicative behavior in our ape and 

monkey relatives, they also reveal specific shortcomings. Ape communication systems in the wild 

are more complex and rich than previously thought, but they show little evidence of generativity, 

displacement, or reflexiveness. Although the use of alarm calls for deception has been documented, 

such innovative use is not widespread, and alarm call systems are still limited to only a handful of 

“meanings”. Based on the behavior of language trained apes such as Kanzi, it would appear that 

some primates have the capacity for many of the unique aspects of language, but it is, at the very 

least, quantitatively limited. Kanzi’s overall linguistic repertoire seems to have plateaued, and he 

does not show the same understanding of hierarchical structure as a human toddler (18-24 months 

old), who nonetheless has not yet completely acquired fluency in language (Truswell, 2017). 

Moreover, data from other language-trained chimpanzees is less encouraging, indicating that there 

may be considerable individual variation in terms of language capacity among non-human primates. 

Regardless, for language-like behavior to emerge, chimpanzees require unusually rich and human-

like developmental conditions. Kanzi may be a particularly cognitively advanced chimpanzee - it is 

difficult to know if this is because of his language training, or if he was successful in language 

training precisely because he is particularly intelligent. 

All of this points to some special biological adaptation in humans which allows us to 

develop language. While our closest relatives, chimpanzees, are able to engage in many of the 

unique aspects of language under particularly rich developmental conditions, they appear unable to 

do so to the same degree as even very young humans who are just beginning to learn language. 

Analogous structures highlight that no single aspect of linguistic ability exists as an island; rather, a 

suite of abilities is necessary for the full richness of human language. Bee dance allows for 

displacement, primate communications systems have limited meaning, bird song exhibits complex 

hierarchical structure, and there is some evidence of reflexiveness in dolphins — but only human 

language seems to combine all of these into a single, uniquely powerful communication system. 

Overall, biological approaches to the evolution of language point to a perfect storm of social and 

cognitive abilities which support human language. 

 



 

 

Cultural Evolution of Language  

Biological accounts of language evolution provide essential context of the human language 

faculty within the rest of the animal kingdom, but they focus primarily on aspects of language that 

operate at the individual level. Cultural approaches to language origins emphasize the role of 

interaction and learning in the evolution of language, highlighting similarities and differences 

across languages to identify cultural pressures which constrain the evolution of language in 

populations. Cultural accounts consider language behavior and structure to be the phenomena which 

should be the object of investigation in language evolution, and tend not to focus on a specific 

language faculty. Methodologically, they rely primarily on computational models, psychological 

experiments, and linguistic data, but also draw to some extent on developmental and comparative 

data.  

Computational models in language evolution generally focus on the hypothesis that 

cultural interaction and learning biases played a large role in the evolution of language. As an 

illustrative metaphor, researchers often refer to the notion that the language evolves and adapts to 

the selective pressures imposed by learners (Christiansen & Chater, 2008). In order to “survive,” a 

language must be learnable, or else it will not be passed on to successive generations of speakers or 

signers. A successful language must also be useful: it must express the many meanings its users 

need to communicate. These two pressures combine to favour languages which are structured, since 

structure allows for maximum learnability and expressivity (Kirby et al., 2015). For example, 

learning a single rule (e.g., add -s to to the singular to form the plural) is less cognitively demanding 

that learning a rote list (i.e., if all plurals were irregular, such as goose-geese, ox-oxen). 

Simultaneously, this rule generalizes to new forms (e.g., the plural of selfie is uncontroversially 

selfies), allowing for increased expressive power. Much of the evidence for these accounts comes 

from agent-based modeling and more traditional psychological experiments, particularly in artificial 

language learning. 

A pioneering model examining the role of interaction in language evolution is known as 

the Naming Game (see Baronchelli, 2016 for an overview). The Naming Game focuses on a 

population of interacting artificial agents tasked with labelling a particular meaning – agents begin 

by generating random strings for the meaning. Although communicative success within the 

population is initially low (that is, agents do not agree on which label the meaning should have), a 

simple bias to discard all previous labels when they meet an agent which shares one of their labels 

leads to high communicative success over time. In other words, this simple bias allows agents to 

converge on a shared conventional label for a meaning. This finding emphasizes the role 

communicative function in language evolution: the pressure to communicate successfully, and the 

process of communication itself, can shape language over time. 



 

 

Another social learning perspective focuses on coordination in learning instead of 

interaction. Language learners do not receive disembodied input, rather, they learn from the output 

of other language users. The iterated learning model begins with agents learning a subset of an 

initially random artificial vocabulary (Kirby & Hurford, 2002). A subset of the output of this first 

“generation” of agents then becomes the input of the next generation. Since agents receive only a 

subset of the input - but are tested the entire vocabulary - they generalize patterns to unseen items 

(much like knowing blog-blogs leads to selfie-selfies) and structure begins to accumulate within the 

vocabulary over successive generations of learners.  

The iterated learning model has also been implemented experimentally: participants were 

tasked with learning initially random pairings of nonsense words and meanings, and their output 

was transmitted as the learning input for the next participant (Kirby et al., 2008). As in the 

computational implementation, results showed that initially random languages become structured 

(i.e., words which shared aspects of forms referred to similar meanings), supporting the notion that 

weak individual biases are amplified by transmission and shape the structure of language. This line 

of research highlights the key role of cultural transmission in language evolution. Each individual 

agent or participant only has a small bias towards structure, but this bias is amplified by 

transmission, creating a highly structured language. These approaches emphasize the key role that 

cultural processes can play in creating linguistic meaning and structure. 

This kind of approach has also been extended to primates. Instead of a vocabulary, this 

study tasked baboons with learning simple random patterns on a grid with 16 cells (Claidière et al., 

2014). Like in the model and experiment outlined above, the baboons then reproduce the simple 

patterns in a testing phase. Their test output then becomes the input for another baboon, creating a 

‘chain’ of learning which includes several individuals. At the end of these chains, the patterns are 

no longer random, but exhibit structure – specifically, they resemble ‘tetronimoes’ – the shapes 

from the classic game Tetris, which involve 4 consecutive filled cells (see also, Saldana et al., 

2019). Broadly, this shows that while these kinds of cultural evolution processes may have been 

instrumental in language evolution, they likely extend well beyond that. Cultural evolution is 

generally understood to be important for a variety of animals, indicating fairly deep evolutionary 

roots (Creanza et al., 2017). 

 

Interacting Timescales 

Although biological and cultural perspectives are often characterized as alternatives, the 

emerging view in language evolution is that biological and cultural factors interact with individual 

learners to shape language. From the biological perspective, there is broad agreement that at the 

very least some biological adaptation primes us for language, since no other species that we know 



 

 

of has all of the key components of language in a single system. On the other hand, language 

requires some cultural input in development, as evidenced by unfortunate cases of language 

deprived children who have persistent difficultly with structure in language in particular 

(Vyshedskiy et al., 2017).   

  

Figure 2 Interacting timescales of language evolution. Adapted with permission from Kirby (2002). 

  

Current theory in language evolution has largely shifted towards characterizing the 

interaction of biological and cultural factors (Figure 1). Any biological underpinnings of language 

necessarily evolve on the relatively slow genetic timescale, on the order of thousands of years at a 

minimum. The cultural or glossogenetic timescale on the other hand, changes rapidly; for example, 

new words emerge and others die within mere years. The individual or ontogenetic timescale 

represents language development – while human children are undoubtedly primed to learn language 

biologically, their linguistic input comes from the cultural realm, and their output in turn feeds back 

into the cultural timescale. The cumulative language behavior of a population of individuals has the 

potential to affect the input of new learners, and thus shape selective pressures at work on the 

genetic scale, resulting in complex and ongoing co-evolution of genes and culture (Richerson, 

2017).  

 

Conclusion 

The study of language evolution is not only essential for understanding language, but 

essential to understanding what it means to be human. It is a growing and vibrant field with vital 

contributions from a variety of disciplines and methodologies. The extent to which biological and 



 

 

cultural factors contributed to the evolution of language is a subject of active debate in the field, but 

there is broad consensus that an interaction between individuals, culture, and biology hold the key to 

a better understanding of how language evolved. This understanding requires a joint effort across a 

variety of disciplines, which has grown in particular over the last thirty years and continues to expand 

today. 
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